
Self-configurable and Scalable Utility Communications 
Enabled by Software-Defined Networks

Young-Jin Kim 
Bell-Labs, Alcatel-Lucent 
young.jin_kim@alcatel-

lucent.com

Keqiang He 
University of Wisconsin 

keqhe@cs.wisc.edu

Marina Thottan  
Bell-Labs, Alcatel-Lucent 
marina.thottan@alcatel-

lucent.com

Jayant G. Deshpande 
Bell Labs, Alcatel-Lucent 

jayant.deshpande@alcatel-
lucent.com

 
ABSTRACT 
Utility communications are increasingly required to support 
machine-to-machine communications for thousands to millions of 
end devices ranging from meters and PMUs to tiny sensors and 
electric vehicles. The Software Defined Network (SDN) concept 
provides inherent features to support in a scalable and self-
configurable manner the deployment and management of existing 
and envisioned utility end devices and applications. Using the 
SDN technology, we can create dynamically adaptable virtual 
network slices to cost-effectively and securely meet the utility 
communication needs. The programmability of SDN allows the 
elastic, fast, and scalable deployment of present and future utility 
applications with varying requirements on security and time 
criticality. In this work, we design a SDN-enabled utility 
communication architecture to support scalable deployment of 
applications that leverage many utility end devices. The feasibility 
of the architecture over an SDN network is discussed. 

Categories and Subject Descriptors 
C.2.1 [Network Architecture and Design]: Communications 

General Terms 
Management, Performance, Design, Experimentation  

Keywords 
Machine-to-Machine (M2M), Self-configurability, Scalability 

1. INTRODUCTION 
With Smart Grid roll-out, M2M communication networks 

supporting electric utility applications traffic is undergoing a 
tremendous change both in the increasing number of new grid 
applications, and a massive number of communication endpoints 
that the network must support [1]. Most of this increase in 
endpoints comes from deployment of sensors, currently limited to 
a few hundred Remote Terminal Units (RTUs), to thousands to 
several million sensors including Intelligent Electronic Devices 
(IEDs), Phasor Measurement Units (PMUs), smart meters, and 
sensors attached to Distributed Energy Sources (DERs) and 
Electric vehicles (EVs). In addition the new applications require 
self-configurable M2M communication networks that can 
adaptively and scalably meet the needs for performance, 
reliability, and security.  

In this work, we design a new SDN-enabled M2M network 
architecture. Our M2M network architecture will not only provide 

a cost-effective and self-configurable network solution on 
commoditized SDN switches as network elements, but also has 
the ability to elastically define virtual network slices with each 
slice supporting an application (in one utility or across multiple 
utilities), or a group of similar applications.  

Today’s M2M Communication Networks  
Today we could use the industry standard (i.e., IEEE 802.1Q 

Virtual LAN [2]) for virtual networking as a M2M 
communication solution that can accommodate grid applications. 
However, consider the following deployment scenario of a million 
scale communication-enabled measurement and monitoring end 
devices; a relatively-small number (e.g., 100~1000) of network 
switches; thus, a physical port (called port) in a switch must be 
logically (not physically) connected to more than one end device 
(i.e., multiple meters per port via a data concentrator); also, a 
device must subscribe to more than one VLAN. Unfortunately, 
the VLAN standard, IEEE 802.1Q, cannot scalably support the 
scenario due to: the small number of VLANs per-port (Port-based 
VLANs or Protocol-based VLANs). In the port-based VLAN, an 
access port between a switch and access devices (not a trunk port 
between switches) are assigned to a VLAN during a certain time 
period. In the protocol-based VLAN, one VLAN per protocol is 
supported. As a result, an access port must be concurrently used 
by multiple VLANs and only a small number of well-known 
protocols (i.e., IP, ARP, IPX) are supported. In addition from a 
security perspective in an IEEE 802.1Q network, all members that 
are authenticated can directly communicate with each other. As a 
result, compromising a device (such as computer malwares) can 
result in the propagation of security threats across the network.. 

2. BENEFITS OF SDN FOR M2M 
COMMUNICATIONS 

All SDN can provide isolation of different traffic types, 
applications, and/or endpoint classification. E.g., virtual network 
slices may be defined for AMI, SCADA, DG/DS/EV, and PMU 
traffic. Network slices may also be based on geographical or 
domain considerations (transmission and distribution or security 
zones). The virtual network slices inherently enhance security 
with traffic isolation and enabling security, quality of service 
(QoS), and even network management policies for each network 
slice. So, a closed group of applications/application type/endpoint 
group can have its “own virtual network” that is its network slice. 
Note that the ability to rapidly create required functions with few 
changes in the physical network makes the network less 
vulnerable to potential network failures.  

Our architecture design offers a programmable open interface 
to the applications as well as to the network elements for their 
control, configuration, and management. There is a deliberate 
shift from fixed network functions serving many applications to 
per application virtualized functions making introduction of new 
applications as well as connecting new endpoints in the network 
more efficient and manageable. The ability to reconfigure a 

 
Permission to make digital or hard copies of part or all of this work for personal or 
classroom use is granted without fee provided that copies are not made or distributed 
for profit or commercial advantage, and that copies bear this notice and the full 
citation on the first page. Copyrights for third-party components of this work must be 
honored. For all other uses, contact the owner/author(s). Copyright is held by the 
author/owner(s). 
e-Energy'14, June 11–13, 2014, Cambridge, UK. 
ACM 978-1-4503-2819-7/14/06. 
http://dx.doi.org/10.1145/2602044.2602074 

217



s
fu
o
a
d

3

p
o
th
M
T
a
d
a
M
f
o
c
m
o
p
is
(
b

S
V
S

S
s
tr
T
r
h
s
th
p
p
th
T
a
s

4

a
M

M

software defined
functions allows
optimization, and
and device acti
dynamic applicat

3. SDN-ena
Our design h

publisher-subscri
overall idea of th
hat consists of 

M2M clients (pu
The M2M cont
authenticator, ne
dynamic and 
authentication m
M2M communic
for details. We 
other SDN w
communication/s
mangers with a S
our approach ha
packet processin
solation (i.e., VL
i.e., delay-sensi

balancing and fai

SVUN’ key not
VLAN identifier
Sub communicat

Scalability: One
scalability issue 
raverse over bot

TCAM) of SDN
esource since m

have small-size 
scale of flows fo
he number K of

participants. How
participants is bo
he effect of VL

The maximum n
and K is indepen
scaling is a uniqu

Fig. 1 Schem

4. FEASIBL
We discuss a

and C++ and test
M2M group ma

M2M Publisher 

Control-plane
interface

Data-plane 
interface

1. join

8. data

M2M Data Traffic

M2M Control Traffic

7. acce

d network and ra
s for greater net
d enhanced scali
ivation and pro
tion velocity and

abled Virtua
has been inspire
ibe (Pub-Sub) p
he SDN-enabled
f SDN switches
ublishers or subs
trol plane consi
etwork manager

fine-grained m
measures for est
cations (i.e., VLA
emphasize that 

work achieves 
security configu
SDN controller. 
as the following
ng and forward
LAN per group)
itive), and 4) t
il-over.  

tions: (1) L4 f
r tagging/strippi
tion notion.  

e important thing
as data from m

th access ports a
N switches where
most SDN switc
flow tables (i.e.

or M2M data tra
f application gro
wever, the scalin
ounded by the nu

LAN aggregation
number of flow 
ndent of N and a
ue characteristic 

ma of an Instan

LITY STUD
a real implement
ted in our Lab te
anager requests 

9. Flow-based
(Forward, VLAN

SDN Sw

Flow T

n

4

5 statist

a

M2M Comm

SDN
Controller

Network 
Managerc

ept

apidly deploy vi
twork utilization
ing.  Thus dema
ovisioning will 
d scale. 

al Utility Ne
ed by the SDN
aradigm [3]. Fig

d Virtual Utility 
s (i.e., OpenFlo
cribers), and M2
isting of M2M
r, and SDN co
membership m
tablishing secure
AN per group). 

our unique co
the complete 

ration by combi
Compared to oth
g distinct featur
ing, 2) per-grou
), 3) per-group 
traffic-flow mo

flow match for 
ing for trunk po

g is that the SV
multiple VLANs
and trunk ports. 
e flow entries ar
ches available i
, less than 4K f

affic in an SVUN
oups and the nu
ng impact of the
umber of SDN s

n and multicast 
entries per SDN

lso typically sm
of the SVUN.  

nce of Our SVU
 

DIES 
tation of SVUN 
est bed. In the im

a SDN contro

M2M Group Manage

d Match and Action 
N Tagging, Multicast)

M2M Authenticator

witch Network

Table

2

3

tics

m. Control Nodes

6

irtualized netwo
n, global resour
and driven servi

directly lead 

etwork  
N concept and th
g. 1 represents th
Network (SVUN

ow switches [4
2M control node

M group manage
ontroller provid
management an
e and QoS-awa
Please refer to [
ntribution again

automation 
ining M2M grou
her Pub-Sub wo
res: 1) line-spee
up VLAN traff
QoS manageme
nitoring for loa

access ports, (
orts, and (3) Pu

VUN addresses th
 can concurrent
The memory (i.e
re kept is a maj
in today’s mark
flow entries). Th
N is dependent o
umber M of grou
e number of grou
switches N due 
in SDN switche
N switch is O(K

maller than M. Th

N Architecture

written in Pytho
mplementation, a
oller of installin

er

M2M Subs
join

Control-p
interfa

Data-pl
interfa

10. data

accept

ork 
rce 
ce 
to 

he 
he 
N) 
]), 
es. 
er, 

des 
nd 
are 
[5] 
nst 
of 
up 

ork, 
ed 
fic 
ent 
ad 

(2) 
ub-

he 
tly 
e., 
or 

ket 
he 
on 
up 
up 
to 

es. 
K) 
his 

e 

on 
an 
ng 

VLAN 
publish
measur
end-to-
The flo
the TC
delay o
M2M p
the dat
of SDN
M2M c
client (
join me
accept m

Flow T
rules fo
of M2M
rules (d
devices

Delay o
flow ru
speed 
implem
from p
irrespec

Delay 
delay i
data tra
observe
discove
manage

5. RE
[1] Bu

Ne
Sp

[2] IE
Br

[3] P. 
M
vo

[4] Op

[5] Y-
Se
JS

scriber 

plane
ace

ane 
ace

flow-rules and
hing data is abo
re three metrics
-end delay of M
ow-table occupa

CAM is critical 
of M2M data pla
publisher sends d
ta. This metric c
N switches in M
control plane is 
(as either a M2M
essage to its M2
message from it

Table Occupanc
or M2M data tra
M devices. The
deleted after a t
s and an M2M g

on aspects of M
ules for M2M d

packet lookup
mentation of SVU
publishers to s
ctive of the size 

on aspects of M
s either about 3
affic delay, it is 
ed the followin
ery, 2) TCP 
er and M2M clie

Fig. 2 Our L

EFERENC
udka, K., Deshp
etworks for Sma
pringer, 2014. 

EEE Std. 802.1Q
ridges and Virtu

 Eugster, P. Felb
Many Faces of Pu

ol. 35, no. 2, Jun

penFlow Switch

-J. Kim, J. Lee, 
eDAX: A secure
SAC, vol. 30, no

d also let M2M
out to be sent. I
s: 1) flow-table 

M2M data plane 
ancy shows scal

but has limited
ane is the time d
data and when a
corresponds to t
M2M data traffi

the time differe
M publisher or a
2M group mana
ts M2M group m

cy: the maximum
affic is only two
ere exist a small
timer is expired

group manager.  

M2M data plan
data-plane have b
p and forward
UN, we observe
subscribers is 
of data.  

M2M control p
30ms or about 9

fairly high, eve
ng delay source
connection setu
ents, 3) A VLAN

Lab test-bed wit
 

ES 
ande J., and Tho

art Grids – Maki

Q-2011, Media A
ual Bridged Loca

ber, R. Guerraou
ublish/Subscribe
ne 2003. 

h Specification V

G. Atkinson, H.
e, resilient and sc
. 6, July 2012. 

M publishers k
In the Lab (See
 occupancy per
and 3) M2M co
lability of our S
d resources; the
difference betwe
an M2M subscri
the forwarding p
c. The end-to-e
ence between w
a M2M subscrib

ager and when i
manager.  

m number of har
o irrespective of 
l number of sof
d) for connectiv

e: In principle, o
been installed, w
ding of TCAM
ed that the end-t
never more th

plane: M2M co
0ms. Compared

en though it is to
es: 1) flooding-
up between M

N flow setup for 

h two SDN swit

ottan, M, Comm
ing Smart Grid R

Access Control (M
al Area Network

ui, and A. Kerma
, ACM Computi

Version. 1.0.0, D

 Kim and M. Th
calable platform

know where 
e Fig 2), we 
r switch, 2) 
ontrol plane. 
SVUN since 
e end-to-end 
een when an 
iber receives 
performance 
end delay of 

when a M2M 
ber) sends a 
it receive an 

rd-state flow 
f the number 
ft-state flow 

vity between 

once VLAN 
we see line-
M. In the 
to-end delay 
han 150 ns 

ontrol traffic 
d with M2M 
olerable. We 
-based ARP 

M2M group 
data-plane. 

tches 

munication 
Real, 

MAC) 
ks.  

arrec, The 
ing Surveys, 

Dec. 2013. 

hottan, 
, IEEE 

218




